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ABSTRACT
We contribute a two-phase biped walk learning approach which is
developed on the Aldebaran Nao humanoid robot. In the first phase,
we identify and save a complete walk cycle from the motions of
the robot while it is executing a given walk algorithm as a black
box. We show how the robot can then play back such a recorded
cycle in a loop to obtain a good open-loop walking behavior. In
the second phase, we introduce an algorithm to directly modify the
recorded walk cycle using real time corrective feedback provided
by a human. The algorithm learns joint movement corrections to
the open-loop walk based on the corrective feedback as well as the
robot’s sensory readings while walking autonomously. Compared
to the open-loop algorithm and hand-tuned closed-loop walking al-
gorithms, our two-phase method provides an improvement in walk-
ing stability, as demonstrated by our experimental results.
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1. BACKGROUND
Biped walk learning is a challenging problem in humanoid robotics

due to the complex dynamics of walking. Developing efficient
biped walking methods on commercial humanoid platforms with
limited computational power is even more challenging since the
developed algorithm should be computationally inexpensive, and it
is not possible to alter the hardware.

The Aldebaran humanoid robot, Nao, is a 4.5 kilograms, 58 cm
tall humanoid robot with 21 degrees of freedom (http://www.aldebaran-
robotics.com/pageProjetsNao.php). Since the introduction of the
Nao as the common robot platform of the RoboCup Standard Plat-
form League (SPL) (http://www.tzi.de/spl) in 2008, competing teams
have been drawn to investigate efficient biped walking methods
suitable for the Nao hardware [1].
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There have also been approaches to task and skill learning that
utilize learning from demonstration paradigm for biped and quadruped
walk learning [2], low level motion planning [3], and task learning
for single and multi-robot systems [4].

2. APPROACH
A walking algorithm computes a vector of joint commands and

sends it to the robot at each execution timestep. Considering the
periodical nature of walking, it is possible to compute a walk cycle
once and then play the cycle back in a loop to obtain a continuous
walking behavior.

We begin by collecting 10 trials of the robot walking forwards
for 3 meters at a fixed speed using Liu and Veloso’s walking al-
gorithm [1]. In some trials, the robot completed the walk without
losing its balance and in others the robot lost its balance and fell
before completing the full walk. A set of walk cycles are extracted
from the trials in which the robot completed the walk, yielding a
number of repetitions of a complete walk cycle. The extracted walk
cycles are then compressed into a single walk cycle by computing
the mean value of the joint commands for each individual timestep
in the walk cycle. The resulting walk cycle is then played back in a
loop to obtain an open-loop walk.

Algorithm 1 Closed-loop walking using sensor-joint couplings.
Cycle← loadWalkCycle()
timestep← 0
loop

St ← readSensors()
smoothSensors(Sensorst)
for all j ∈ Joints do

if timestep MOD correctioninterval = 0 then
Cj = calculateCorrection(Sensorst, j)

else
Cj = 0

end if
NextActionj ← Cycletimestep

j + Cj

end for
timestep← timestep + 1 (mod CycleSize)

end loop

The changes in sensory readings when the robot is about to lose
its balance can be used to derive a correction policy by mapping
these changes to corrective feedback signals. The correction value
for each joint is defined as a function of a single sensor reading. At
each timestep the correction values for all joints are computed using
the recent sensory readings and the defined correction functions.
The pseudo-code of that process is given in Algorithm 1.



We use a human demonstrator to provide corrective feedback
signals in real time while the robot is performing playback walk
action (Figure 1). One of the major engineering problems in using
real time human feedback for bipedal walk learning is that feed-
back must be provided without interfering with the robot dynam-
ics. We developed a wireless control interface using the Nintendo
Wiimote commercial game controller with the Nunchuk extension
(http://www.nintendo.com/wii/what/controllers) to provide correc-
tive demonstration to the robot. Both the controller and its exten-
sion are equipped with sensors measuring their absolute pitch and
roll angles. Rolling a handle causes the corresponding half of the
robot to bend towards the direction of the roll (Figure 2).

Figure 1: A snapshot from a demonstration session. A loose
baby harness is used to prevent possible hardware damage in
case of a fall. The harness neither affects the motions of the
robot nor holds it as long as the robot is in an upright position.

Figure 2: Example corrections using the Wiimote. (a) Neutral
position, (b) bent towards right, (c) neutral position, and (d)
bent towards forward.

We use the accelerometer readings as the sensory input. We fit
a normal distribution on the correction data points received for all
256 possible values of the accelerometer, and we use the means
of the normal distributions to compute the correction values during
policy execution.

3. RESULTS AND CONCLUSIONS
We evaluated the efficiency of the learned feedback policy against

the open-loop policy obtained in the first phase and a hand-tuned
closed-loop policy. The hand-tuned policy couples the roll and
pitch anglecs of torso computed by torso angle sensor to roll and
pitch corrections on both left and right sides using a linear function
C = AX + B where X is the sensory reading, with hand-tuned A
and B values. We conducted 20 runs per policy and we measured
the distance traveled before the robot falls. The results are given in
Figure 3.

Figure 3: Performance evaluation results: a) open-loop, b)
hand-tuned closed-loop using torso angle sensor readings, c)
learned policy using accelerometer readings. The lines within
the boxes mark the median, the marks at both ends of boxes in-
dicate minimum and maximum distances, and the left and right
edges of boxes mark 25th and 75th percentiles, respectively

The learned policy demonstrated an improvement over open-
loop and hand-tuned policies, reaching a maximum travelled dis-
tance of 956 centimeters while the maximum distances for open-
loop and hand-tuned policies were 327 and 689 centimeters, re-
spectively.

This paper contributes a two-phase biped walk learning algo-
rithm and an inexpensive wireless feedback method for providing
corrective demonstration. We presented a cheap open-loop play-
back walking method that learns a complete walking cycle from an
existing walking algorithm and then plays it back. This method is
highly suitable for humanoid robots with limited on-board process-
ing power.
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